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Summary of progress: 

The team has implemented the core features of our design. We are currently focused on making 

it easier to collect data from our test framework. These efforts go hand in hand with the user 

needs reported by our client in our weekly meetings.  

 

Past report accomplishments: 

The team focused on refining the initial prototype we presented to our client during this period. 

Our work in the previous period demonstrated that our design could collect relevant performance 

data. Our client expressed interest in a larger pool of test data to facilitate statistical analysis of 

the worst-case execution time for processes. To this end, the team developed an automated test 

framework that would run a preconfigured number of experiments on our target platform. The 

data generated by these experiments is then processed by a Python script to determine several 

statistical properties (e.g., max runtime, standard deviation, etc.). The framework also provides 

us with plots of execution time of each test case on multiple cores which facilitates the 

communication of our results with multiple audiences. 

 

Milestones reached: 

• Established communication between DomUs from Dom0 

• Established a connection between host and target control programs 

• Passed config data between host and target programs 

• Exported experiment data from target platform 

• Wrote Python script to extract statistical data from experiment data 

• Automated creation/deletion of DomU’s with XL toolchain commands and shell scripts 

 

Pending issues: 

• Create open-source GitHub repository 

• Enhance automated YAML parser for experimental data 

• Create documentation for automated test framework (e.g, operational manual) 

  



Individual contributions: 

NAME Individual Contributions Hours this 

week 

HOURS 

cumulative 

Alexander Bashara Created YAML Parser and collecting data 13 100 

Joseph Dicklin Worked on final poster and presentation 11 95 

Hankel Haldin Developed documentation for project 

repository and user interface 

12 95 

Anthony Manschula Work on stress generation frontend 

framework and test results collection 

14 100 

 
Plans for the upcoming reporting period: 

• Develop a fully automated YAML parser to collect experimental data 

• Create a GitHub repository with our work and documentation 

• Create documentation in the form of an operational manual, poster and demo video 

 

Project Work: 

The following figures detail the output of our design. They present experimental data generated 

by our target platform and parsed by our test framework. Figures 1 and 2 present the results of 

our memory stressor. Figure 1 shows the statistical data we collected from our experiment and 

figure 2 shows how the execution time across multiple cores. Figures 3 and 4 do the same for our 

cache stressor.  

 

Figure 1: Memory bandwidth test results 



Figure 2: Memory bandwidth results across several cores 
 

Figure 3: Cache results 
 



Figure 4: Cache results compare across several cores 
 
Summary of weekly advisor meeting:  

Our industry client is happy with the progress we have made in the last reporting period. Our 

meetings with Boeing during this reporting period focused on addressing various user needs, like 

the ability to pass preconfigured test scripts to our framework. This feedback guides much of the 

team’s efforts to further develop our design.  


